ARL 66-0213
OCTOBER 1966

ITERATIVE MAXIMUM-LIKELIHOOD ESTIMATION OF THE
PARAMETEILLS OF NORMAL POPULATIONS FROM SINGLY
AND DOUBLY CENSORED SAMPLES

(Reprint from Biometrika, 53, 1 and 2, p.205-213, 1966)

H. LEON HARTER

APPLIED MATHEMATICS RESEARCH LABORATORY D D C

-

NG

P AT
ALBERT H. MOORE e

PSR v AT Sl R i e s e N . e g
g TR el atabiis d ot ditieanibiat St - SR e Rt e Lo

AIR FORCE INSTITUTE OF TECHNOLOGY MA’R ‘ / 1967
[LWWIEHU s
B
Distribution of this document is unlimited
OFFICE OF AEROSPACE RESEARCH

1 United States Air Force

ARGHIVE GOPY




NOTICES

When Government drawings, specifications, or other data are used for wiy purpose other than in
connection with a definitely related Government procurcment operation, the United States Gavernment
thereby incurs no responsibility nor any obligation whatsoever; and the fact that the Government may
have formulated, furnished, or in any way supplied the said drawings, specifications, or other data, is
not to be regarded by implication or otherwise as in any manner licensing the holder or any other
person ov corporation, or conveying any rights or permission to manufacture, use, or sell wy patented
invention that may in any way be related thereto,

Quulified requesters may obtain copies of this report from the Defense Documentation Center, (DDC),
Cameron Station, Alexandria, Virginia.

(Reproduction in whole or in part !s permitted for any purpose of the U.S, Gov't)

Distribution of this document is unlimited

Copies of ARL Technical Documentary Reports should not be returned to Aerospace Research
Laboratories unless return is required by security considerations, contractual obligations or notices on
a specified document,

oo
\)
RN

083 LUIMIUVAY/MLZ Y. -

B Pt}
FOTOTPEPUUR SRR PP I

tloarn o

|

‘
K
RREA . .

L
oty Bhde 0
Iy

-
|

DA TR - N - 2 e

...,.
7

B

e

ER—,



Biometriku (1966), 63, 1 and 2, p. 205 200
Printed in Greut Brituin

Iterative maximum-likelihood estimation of the parameters
of normal populations from singly and
doubly censored samples

By I LEON HARTER axv ALBERT 1. MOORE

Aevospace Research Laboratories and Air Force Institute of T'echnology,
Wriyht-Patterson Air Force Base

SUMMARY

Iterative procedures are given for joint maximum-likelibood estimation based on singly
wid doubly censored samples from a normal population. The simultaneous equations
yielding the maximum-likelihood estimates are obtained. Since their algebraie solution is
impossible, iterative procedures are proposed which are applicable in the most general caso
in which both parameters are unknown and in speciai cases in which either of the parameters
is known. The asymptotic variances and covariances are tabulated for 109%, censoring
intervals, A Monte Carlo investigation of the means and standard deviations of the
maximum-likelihood estimators was made for 1000 samples from the standard normal
population for n == 10 and n = 20. A comparison was then made of best lincar unbiased
estimators and maximum-likelihood cstimators for n = 10 and » = 20,

1. INTRODUCTION

The estimation of the parameters of a censored sample from a normal population has been
considered by many authors, who huve used several different methods including the method
of least squarcs and the method of maximum likelihood.

Lloyd (1962) applied the theovy of least-squares estimation to an ordered sample from
distributions depending on location and scale parameters only. Gupta (1952) derived best
linear ostimators (n < 10) for the mean and variance using singly censored samples from
normal populations and for larger values of » derived an alternativo linear estimator,
Sarhan & Greeaberg (1956, 1958, ) estimated the mean and standard deviation of normad
populations from singly and doubly censored samples (2 < 20) by the method of least
squares. Saw (1959) developed simplified unbiased estimators of the mean and variance
given a singly censored sample from a normal population (n £ 20). Dixon (1957, 1960)
devived simplified estimators of the mean and standard deviation for complete and consored
normal samples which arc almost as efficient ag the best linear estimators (» < 20). Walsh
(1956) obtained distribution-free estimators for the population mean and variance for
a rather general class of continuous statistical populations using doubly censored samples.

sohen (1950) used the method of maximum likelihood to estimate the parameters of
normal populations from singly and doubly truncated samples. The term ‘truncated
samples’ was used by Cohen in a sense somewhat broader than its present usage and included
what are now called ‘censored samples’. Cohen was primarily concerned, howver, with
Type | censoring (at a specified time) rather than Type 11 censoring (when a specified
number of failures have occurred). Gupta (1952) found maximum-likelihood equatioans for
estimators of the parameters of a normal population from a simple censored from above
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(Uype I censoring), and determined their asymplotic variances sund covavianees. Halperin
(1952) proved under mild regularity conditions that the maximum-likelihood estimator of
a single parameter from singly censored samples is consistent, asymptotically normally
distributed, and of minimum varviance for Iavge samples nnd indicated his results could be
gonoralizod to several paramecters and more general censoring. Breakwell (1863) also
abtained maximum-likelihood estimutors for singly censored smmples, asymptotic distribu-
tions of the estimators, und their asy mptotic Liases. Plackett (1968) showed that maximum-
likelihood estimators are asymptoticnlly linear and that the best linear unbinsed estimators
are asymptotically normal and officient. Plackett computed a ‘linesrized maximum-
likelhond” olimator and compoared it with the best linear unbiased estimator for the
standard doviation of a normal population from censored sumples (rn & 16). In threo lnier
papers Cohen (1966, 1969, 1061) extended the results given in his 1950 paper. The present
puper in part duplicates the work of Cohen and Gupta but extends the vesults for T'ype 1
censoring to inelude maximume-likelihood estimation of the parameters of a norma! popula-
tion from a doubly censored sample, together with a completely computerized iterative
procedure, and mathematienl expressions and tables for asymptotic varviances and
covariances. The mathematical formulation for maximum-likelihood estimation is given
in §2, the asymptotic vaviances and covarinuees of the estimators are given in §3. A discus-
sion of the iterative procedures for maximun-likelihood csi mation is given in §4. A Monte
Carlo study of tho maximum-likelihood estimators together with a comparison with the best
linear estimator is given, for small samples, in § 6.

NORMAL POPULATION-MATHEMATICAL FORMULATION
Consider & random sumple of size » from a normal population with mean z# and standard
deviation ¢ and let X, ,,....,X,_,, be the ordored observations remaining when the ry
smallest observations and the », largest obsorvations havo been censored. The joint
probability density function of thesc order statistics is given by
n-ry

St tn i 1 0) = ,{ (2m) ("}"”0\!)[ Ay 1 {-(-t‘.-—/')"/(‘-?ffa)}]

l»‘r,

fn( kT “)1"I' F( AV
[ F ' | 4 }_I
whore m = n -1, 4 r,.

The nutural logarithiu of the likelihood function is given by

—~
(1]
Py
~o

n! b o !
L=l ——~mn2r-mno- (' 'l)-H‘llnF( ":'I i)

r et
-%Tgln[ Iv‘( . ”)J (2.2
a

1472 f=r11l

The likelihood equations are:

1S ey T —pfe] ro [l mlel
‘;\/‘ a ""l” 4 F[(.l‘,,’ ,_]"‘[l)/(f] 4 l 1’[(‘l n-rg /l)[O'l
el mo1on (¥ 41 l')/(’]f[(' =
= - S 2ro— )=y 1 L !
A TR L L T
o = 0L Uy = 00) (2-4)

e l'-l[(ln -ry’ ‘ll)/("]
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fm = e ifs = ry = 0, these equations have explicit solutions

n
A=\ wign, & -J P SR L n‘
i et I’
The details of the iterative procedure for determining the nnximum dikelibood estimules
will be given in §6.

3. ASYMETOTIC VARIANCFS AND COVARIANCES OF NORMAL BSTFIMATONS

Gupta (1062) has given theoretical expressions and a table for the asymptotic variances
and covarinnees of the maxitmum-likelihood cstimators of the parameters of # normal popu-
lation from singly censored (trom nbuvey sutnples, Hisveaalis will he extended in this section
to the ease of doubly vonsored samples.

The natural logarithm of the likelihood funetion of n sample of size 2. from a normal
population with mean ¢ and standard deviation o, the lowest r; and the highest ry sample
vitues having been censored, is given by

n! nl {we -y .
=In- Ty —dmin2a—m lhe~ Y - = Sl In FGz)+rgln [~ F(z)].  (31) -
Tty T i=rrl =0T

where £y = W a—pdjor, zy= (‘v,,,,‘- .

P = [t fle =g oxp(-

and 2 = 0 =1;~rg ln this notation, the first partial derivatives of I, are given by

o, 1 e n @) Ty 2 f(3) .
AP RGPS AL USNEL LAY L)
o, 2 W Ry T e = Py (3.2)
&,  m 1 nn na Sz e 502
e 3 - LI G EAPIRA iad Sull gt
o 7" ol =) = o F(z) T 1= P(y) (3-3)
The second partial derivatives of L are given by
*L m_hn fz) SE)T o f@) f(zy) —
= — - 3 = ~S Zg - —‘“T“" 3 D 4 =
",'.'4 I Al N ,){ ra (,,‘)-! o i~ Pz ! R P (:,_)] (34) =
Bl 2o r Sz J(z)) re M@ T . fle) |
I NP7 S I L ARG LU | BURRE: UL S SN RU A
Gedo s T, " ozt'(:,)[ YEpE) AV = Fa) [T T=F@o T | )
(3-5) -
“lLom 3 *on 2 N S o] Te 5

pot T g B e i‘éﬁ‘(u)l '*"‘F(q) ]

Now let ¢, = ry/n, qu = ro/n.and p= V=g, —qy = min. Aa n>0 (9, and g, fixed), 2, > £,

.5

where ’h fihdt =q,, 2,— 2, where f Jydt =q, K ( ":\;_‘:* ‘,"‘,;/') - n" ﬂlf(l)dl
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The clements of the information matrvix (multiplicd by ¢%:2) may be written ny

g o
hll\-w — I' - l =+ f4, )l £ {-f( ‘)l f(ﬂ)“.,,«-f(';"') = Py (3-7)

NNt I L) . JED] . FIENT -
3"}_1—("‘ E it é.d-l = f16) = figy) + £ JL4) I‘x "J ' J‘:nf(“n) Lsﬂ— ‘I:J =t (35)

) L =¥ 2 2 ¢ fes a8 f(fl) e E St = 3.
,l.]!):— Wn_ 1 l(: raJ = 2p "‘ﬂ.f(*l)‘ﬂf(--a)" )| 0 |—*'.lf(*z) _;:"‘ I = gy (1)

"The naymptotic varinnce-covarinnee matrix for the estimators 7 and & is then oo, }in,
where (0] = {o]1. If one drops the terms involving £, from the cquations (3-7)-(3-9) the
results agree with those given by Gupta for the case of mngle censoting.

Table V. CUoefficients of o¥fn i asymptotic variances and covarianees of macimem-likelihood
cstimators af parameters gi and @ of normal papulation from samples of size nowith proportions
iy censored from below and qy from above

Both ]muunuh-w unknown

e e e o known Jt known
i Tu nvaryjar  noov(d, G)ad wvw(@io? o vnv{ji)jo? nvar (ot
0-0 -0 1000000 0-000000 0:500000 1-00p000 G-300000
00 01 1020092 0041136 0-535025 1007206 0-584208
00 0-2 1062323 0- 1009005 0-0688402 1045728 0-a77034
0-0 0-3 1-138267 0-200508 0-810740 1-080204 0782202
0-0 (UR} 1-272656 0-350824 0094709 1-142601 0-8p8028
0-0 05 1-617004 0-006233 1-241483 1.222031 1-000000
0-0 08 1-090850 1-025033 1-815404 1-330322 1-086805
00 07 3:010040 1-832100 2:247007 1-620047 1136413
00 0-8 3- 780302 3717327 3037484 1-874080 1140808
0-0 0-0 17704500 10-620022 T-513028 2784481 1178774
01 01 1-03att G- QOUINY 0-702602 10335011 0-702602
0-1 -2 10700158 0-0710658 0-8475327 084557 0842731
0-1 03 1-140301 0-187749 1041120 1-1083138 1010210
0-1 04 1-27440-4 0-370602 1-3138018 1165014 1202859
] o5 1.54990R 0F1UR075 1- 7360438 V247822 1405385
1 0-¢ 2. 128202 1-364988 2-4D80065 1370065 1-H8308T
0l 07 3-885853 2-880736 2064475 1-36711L 1 190H%6
o1 08 D-7744406 |-237227 S-853043 1935427 1713598
e o2 1-005839 0000000 1052478 1:006839 1:052478
02 LU 1-152648 0-127812 1341400 1-140370 1327508
0-2 (1) 1-275501 0-360575 1783008 1202582 L-85t071
0-2 o 1-650:437 0820702 2-537708 1-201020 2104056
02 0-6 2-301737 1-897104 4093084 1422441 2.530381
0-2 0.3 51848139 6-628730 R-927375 1-835853 2810625
03 (411 1- 18867 Q-000000 1- 796338 1 188073 1786338
03 0-4 L-285467 O-2731901 2-589770 1256424 2511720
3 0 1-565414 0- 038941 41656868 V38277 3502674
o3 -6 2.830728 J-281078 8043125 1198614 A-0R48R
04 0.4 £-1323458 Q0000045 4173087 1-3323865 4173087
0t -6 1-560805 1-0700%3 2080708 1441700 8-347974

Intowchanging q, and g, leaves varinnees and wbaolute vadue of covarinneo unchanged, but changes
gt q, T i 14
sign of covarinnes,
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The computation of the elementas ey of the information matrix (nultiplicd by 0¥ n), ax
given by equations (37)-(8), and the inversion of this mairix to obiuin the corflicients of
o*in in the varianee covarinnes matrix were performed on the TBM 1620 computer. The
resulting eoctficients of o%n in var (7), cov (,8), var(d). var(ji)o) and var (@) ave given
in Tnble 1 for sl combinations ol ¢, and gy which are integral multiples of 0-1 and which are
such that g+ ¢4 < 1, und ¢y € ¢y Ouly half of the table is given since interchanging the
values for g, and ¢, would produce no change in the tabular valtes exeept that cov (4,2)
changes gign. Values are given to six decunal places. The resulta for single censoving fram
above (tirst ten lines of Table 1), when rounded to five decimal plievs, ngree with thuse of
Cupta, except for slight diserepancies in the case gy = 040, ¢, = 0-1

4. ITERATIVE BRPVINATION PROCEDURD

The likelihood equations (2«3 and (2-4) ha ve explicit solutions only in the ease of complete
samplea (i = 1), For censored snmples, v o, #oomtive proceduees hnve been developad
for finding the joint maximum-likelihood estimators, These involve estimating the paea-
meters, one at a time, inthe eyelic order #, o, omitting a parameter if it is assumed 10 be
kuown. One siarts by choosing initia] catitmmate{s) tor the unknown parameter(s). At each
step, the rule of {alse position (itertive linear interpolation) is used to determine the value
of the parameter then being estiniated which satisfies the appropriate likelihood equation,
in which the latest estimate (or known value) of the other parametor hias been aubstitutod.
Heration continues until the results of successive stepr agree to within some assigned
tolerance, Bxpericnee hag shown thad the rate of convergence is quite rapid if the initial
estimates ave reasonuble und the amount of censoring is not excessive.

6. Monrre CARLO STUDY OF MANIMUM-LIKELIHOOD ESTIMATORS FROM
SMALL SAMPLES

There is ne known analytic method of determining the variances and covariance of the
joint. distribution of the maximum-likelihood estimators ji and & from small samples.
Furthermore, these estimators, while nsymptotically unbiased, are known to be binsed for
small samples {except 72 when censoring is absent or symmetric), though analytic expressions
for the biss ure known only in thie case of estimation frons the complete sample (0 = 2. In
order to obtain information about the small-sample properties of these estimators, n Monte
Carlo study was performed on the TBM 7094 computer. Ifor » = 10 and for # = 20, one
thousand random snraples of # stapdard normal deviates weve genernted, and the » dovintes
in ench sample were arranged in order from amallest to lurgese, The itevative procedure
deseribed in §4 was used to compute the ostimates i and &, also Zlo and @jp, from the
m order statisties remaining in caeh sample after proportions g, and ¢, had been censored
from below and from above, respectivaly, where ¢, and g, were taken at intervals of 0-1,
subject to the vestrictions ¢, < qyand m > 2. The meanx, vavinnees, and covarianees of the
estitates from 1000 samplen of size 1 = 10 are given in Table 2, and similar results for
n = 20 are given in Pable 3. There is no loss of generality asgociated with the restriction
4, € g, Sihee interchanging g, and g, would produce no change in the expected tabular
values exeept that of reversing the signs of the mean of 7 and the covariance of /i nnd a.
The rows of Table 2 (and likewise Table 3) ave not statistieally independent, sinee they are
based on the sane samples (with different. proportions censored).

14 iom, 53
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Table 2, Mranse, variances, and covariances of maconwm-dikilihood cstimates of mean and
standard devintion of standard normal popuiation (p w O, & = 1) from 1000 semples of size
noe V0 with proportions q, censoved from below and q, from aboee
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standard deviation of standard normal populution (g = 0, 0 e 1) from 1000 samples of size
n = 20 with proportions q, consored from below and 4q from above
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Table 4. Compavison of measares of preciacm of best linvar andive ' tiidors () and

maximum-tilkelikond edtmators (M_g) of pavaweters of normal population from samples of

size o = Wwith proportions ¢, ce n.«,-rul Jrom below and 4y from above
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Table & Comparison of maasures of precision of best linear wnbivsed cstiraators (blus) and
maximum-likelihood cstimetors (W) of parameters af wormal population from samples of
size 0 = 20 with propoertions q, censored from below and g, from abore
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The following tentative conclusions may be drawn from 1'ables 2 and 3: (1) When ¢, < ¢y,
the estimates j¢ and /ijo are negatively bissed. (By symmetry, these estiinutes are positively
biased when ¢, > g, and unbiased when ¢, = ¢,.) (2) The estimates & and & |« are negatively
biased regardless of the rclative magunitude of ¢, and ¢,. (3) The bias in cstimating either
parameter is much smaller when the other parameter is known than it is when both para-
meters are being estimated simultancousty. (4) The bias of & (# unknown) is approximately
equal to —1/m.

It would be desirable to comparc the variances of g and o from samples of sizes 10 and 20
with the values which one would obtain by substituting » = 10and n = 20in the asymptotic
values given in Table 1, as well as with the variances of the best lincar unbiased estimators
#* and o*. Divect comparison of variances of estimators is appropriate, however, only when
all the estimnators are unbiased. In order to compensate for the bias in the maximum-
likelihood estimators, the nean square errors of #, &, fi|o, and &|x were computed. These
were compared with the variances of the best linear unbiased estimators given by Sarhan &
Greenberg (1962, Table 10C 2) and with the variances of the maximum-likelihood esti-
mators given by the asymptotic formula, which were obtained by dividing by = the values
given in Table 1. The results ave shown in T'ables 4 and 5 from which the following tentative
conclusions may be drawn: (1) The precision of the maximum-likelihood estimator i, when
proper allowance is made for bias, closely approximates that predicted by the ayswaptotic
formula for the variance of /7, even for m as small as 2, except in cases of strongly asym-
metric censoring. (2) The precision of the maximum-likelihood estimator &, when proper
allowance is made for bias, closely approximates that predicted by the asymptotic formula
for the variance of &, except: when m is quite small and/or censoring is strongly asymmetric.
(3) Maximum-likelihood estimators tend to be somewhat more precise than best linear
unbiased estimators. The difference is greatest for estimates of i in cases of strongly asym-
metric censoring and for estimates of ¢ when m is small and/or censoring is strongly
asymmetric.

Approximate corrections for the bias of the maximum-likelihood estimators i, &, #|o, and
#|o forn = 10and n = 20 can be made by use of the means found in the Monte Carle study
and recorded in Tables 2 and 3.

The anthors are indebted to the veferce for suggesting a number of improvements in the
original draft of this paper.
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